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For all of our experiments, we trained models with the following number of topics: 5, 10,
25, 50, 75, and 100. For each experiment, we trained a model for 5 runs and then
averaged the obtained evaluation scores. We trained two variants of each model using
both non-lemmatized and lemmatized text. For BERTopic, we trained addition two
variants with word-based and lemma-based embeddings. 

1.Latent Dirichlet Allocation (LDA): 
We started by training LDA topic models. LDA is an unsupervised statistical
technique that is commonly used for topic modeling. 

For building models and training, we worked with the Gensim library(3). 

We trained each model for 10 epochs. For the alpha hyperparameter, we chose the
value of "auto" which enables the model to learn an asymmetric prior from the
corpus. 

2. Non-Negative Matrix factorization (NMF): 
NMF is a multivariate analysis algorithm that leverages linear algebra to create topic
models. We built and trained our NMF models using the Gensim library. 

We trained each model for 30 epochs using gradient descent step size of 1.0.  

3. Contextualized Topic Models (CTM)(4): 
CTM leverages two representations of the text, pre-trained embeddings and bag-of-
words representations. 

To create contextualized embeddings, we used AraBERT v0.2(5). We used the raw
text with minimum processing as the input of AraBERT.

For the bags-of-words model, we used the fully processed version of the text. We
trained the CTM models for 10 epochs. 

5. Embedded Topic models (ETM): 
ETM is a technique for topic modeling that was introduced in 2019. It represents
words and topics in the same embedding space and tries to leverage trained word
embeddings in topic modeling.

3. https://radimrehurek.com/gensim
4. https://github.com/MilaNLProc/contextualized-topic-models
5. https://huggingface.co/aubmindlab/bert-base-arabertv02   

2. Experiments:
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It leverages a pre-trained language model, l ike BERT, to create embeddings of
documents. 
The dimensionality of these embeddings are reduced using a dimensionality
reduction algorithm like UMAP. This wil l help in the next step: the clustering. 
The embeddings are clustered into groups using a clustering algorithm like
HDBSCAN. 
Finally, bag-of-words representations of clusters are created and class-based TF-
IDF scores for each word are calculated. This wil l allow for selecting the most
important words, namely the topics, from each cluster. 

Specifically, it was developed to deal with cases when there are large vocabularies.
To train our ETM models, we used the OCTIS tool6). We init ialized the models with
custom embeddings that we trained on Wikipedia text. We will introduce more details
on these embeddings in the next section.

6. BERTopic: 
BERTopic is a novel topic modeling technique that was introduced recently(7). It
creates topic models in four steps: 

We trained 4 different versions of BERTopic using different pre-trained embeddings
and different representations of text. Here is a summary of these four models: 

BERTopic: We trained this model by init ializing its embeddings using AraBERT v0.2
and using the non-lemmatized text. To obtain AraBERT, we leveraged the Flair
framework(8). 

BERTopic-lemma: This model was also init ialized with AraBERT embeddings but we
trained it on the lemmatized text.

BERTopic-lemma-word-embed: We init ialized this model with custom word-level
embeddings instead of AraBERT. The BERTopic tool supports init ializing document
embeddings by using word embeddings, where it calculates the mean of word vectors
in each document. We started by training our own word embeddings on the latest
dump of Arabic Wikipedia(9). 

To do this, we cleaned Wikipedia text by removing numbers, punctuation, and non-
Arabic words. After that, we trained the skip-gram model of Word2vec using a
windows size of 5, a minimum word count of 5, and a vector dimension of 150. When
training BERTopic, we used the non-lemmatized text. 

6.https://github.com/MIND-Lab/OCTIS 
7.https://github.com/MaartenGr/BERTopic
8.https://github.com/flairNLP/flair 
9.https://dumps.wikimedia.org/arwiki/20230101 












