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Training with 10 utterance per intent increases the accuracy between ~3.5 to ~9%
depending on the embedding choice.
Training with 50 utterance per intent increases the accuracy between ~11 to ~17.5%.
Training with 100 utterance per intent increases the accuracy between ~11.5 to
~18.5%.
Training with 300 utterance per intent increases the accuracy between ~12 to ~20%.

By looking at the results table, our first insight is that different embeddings can lead to
different accuracy scores. This suggests that practit ioners should take into consideration
that evaluation results depend on each specific use case and that experimenting with
different embeddings is an important f irst step before reaching an optimal choice.

Our baseline models were trained using 5 utterances per intent. To benchmark models'
performance depending on the size of training data, we trained each model with 10, 50,
100, and 300 utterances per intent and we noticed the following:

We notice that both Basic-embed and Spacy-embed models achieve similar performance,
where Spacy-embed is slightly better than Spacy-embed. Also, the performance of these
two models are considerably lower than the other three LLMs-based models.

The performance of DialoGPT-embed is lower than both LaBSE-embed and TOD-BERT-
embed. 

This could be due to the fact that DialoGPT-embed is a GPT-based model that was pre-
trained using the next token prediction objective, as opposed to the other two models
which are BERT-based and were pre-trained using the masked language modeling
objective which is more suitable for intent detection tasks.

The LaBSE-based model achieves the best performance reaching ~86% when training
with 300 utterances per intent.






